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Today’s lecture

• Background on the minimum wage

• Brainstorming research questions

• Dube, Lester, and Reich (2010)

• Neumark, Salas, and Wascher (2014)
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The minimum wage, past and present

• First federal minimum wage: 1938 Fair Labor Standards Act

◦ Initially 25 cents per hour, many sectors uncovered
◦ Gradual expansions in coverage, periodic increases
◦ Not indexed to inflation =⇒ declines b/w updates

• As of March 2019:

◦ $7.25 federal minimum wage
◦ 29 states (+ DC) have higher minimums
◦ City-wide minimum wages including $15 in places
◦ Sub-minimums for teenagers, tipped workers
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Sawtooth adjustment of the federal minimum wage

Pew Research Center (2017)
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Binding state minimums are spatially clustered

(Department of Labor, 2019: states with above-federal minimum wages)
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Gradual phase-in of California’s $15 minimum wage

(CA Department of Industrial Relations)
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Research questions

• Central question: how does w affect employment?

◦ Does increasing w increase earnings in affected population?
◦ Does increasing w create or reduce deadweight loss?
◦ How does increasing w affect who gets hired?

• Theory is ambiguous (see Brown 1999)

◦ Competitive model: minimum wage reduces L∗

◦ Monopsony model: minimum wage might increase L∗

◦ Additional issues related to incomplete coverage, search

• Other angles?

◦ Working conditions
◦ On-the-job training
◦ Compliance
◦ Product prices
◦ Political economy
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Three big issues in the literature on employment effects

1. Choosing the right target population

2. Constructing a valid counterfactual

3. Static vs. dynamic responses
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Defining the affected population

• Two populations typically studied:

◦ Teenagers
◦ Restaurant workers

• Why are these sensible groups to study?

◦ Fraction affected by minimum wage
◦ Data availability
◦ Comparability with prior studies

• Why not just look at aggregate employment?

◦ Overly broad populations dilute effects
◦ Overly narrow populations miss labor-labor substitution
◦ Chosen groups are (hopefully) a reasonable middle-ground
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Three big issues in the literature on employment effects

1. Choosing the right target population

2. Constructing a valid counterfactual

3. Static vs. dynamic responses
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First generation: time-series evidence

• Aggregate time-series regression:

ln yt = α + η ln(w t) + x ′tδ + εt

where yt is teen employment, w t is the federal minimum

• Tends to yield negative effects

◦ Demand elasticity ≈ −0.1 to −0.3
(Brown, Gilroy, and Kohen 1982)

• Problems?

◦ Omitted variables bias
◦ Measurement error due to state minimums
◦ Serial correlation in the error term
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Second generation: state panel estimates

• Exploit cross-state variation in minimum wage

◦ Changes in state minimum
◦ Changes in federal minimum, differential “bite”

• Typical specification (Neumark and Wascher, 1992):

ln yst = α + η ln(w st) + x ′stδ + φs + τt + εst

• Remaining concerns?

◦ Differential trends
◦ Dynamic effects
◦ Spatial correlation
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Alternative approach: case studies

• Some prominent case studies:

◦ New Jersey: Card and Krueger (1994)
◦ San Francisco: Dube, Naidu, and Reich (2007)
◦ Seattle: Jardim et al. (2017)

• Numerous disadvantages . . . what are the advantages?

◦ Transparent, easy to explain
◦ Easier to understand the policy context
◦ Feasible to collect more-detailed data

• Card and Krueger study 1992 NJ wage hike from $4.25 to $5.05

◦ Compare fast-food restaurants in NJ to eastern PA
◦ Compare low to high-wage restaurants within NJ
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Card and Krueger (1994): the main result

 780 THE AMERICAN ECONOMIC REVIEW SEPTEMBER 1994

 TABLE 3-AVERAGE EMPLOYMENT PER STORE BEFORE AND AFTER THE RISE
 IN NEW JERSEY MINIMUM WAGE

 Stores by state Stores in New Jerseya Differences within NJb

 Difference, Wage = Wage = Wage 2 Low- Midrange-

 PA NJ NJ - PA $4.25 $4.26-$4.99 $5.00 high high
 Variable (i) (ii) (iii) (iv) (v) (vi) (vii) (viii)

 1. FTE employment before, 23.33 20.44 -2.89 19.56 20.08 22.25 - 2.69 -2.17
 all available observations (1.35) (0.51) (1.44) (0.77) (0.84) (1.14) (1.37) (1.41)

 2. FTE employment after, 21.17 21.03 -0.14 20.88 20.96 20.21 0.67 0.75
 all available observations (0.94) (0.52) (1.07) (1.01) (0.76) (1.03) (1.44) (1.27)

 3. Change in mean FTE -2.16 0.59 2.76 1.32 0.87 -2.04 3.36 2.91
 employment (1.25) (0.54) (1.36) (0.95) (0.84) (1.14) (1.48) (1.41)

 4. Change in mean FTE -2.28 0.47 2.75 1.21 0.71 -2.16 3.36 2.87
 employment, balanced (1.25) (0.48) (1.34) (0.82) (0.69) (1.01) (1.30) (1.22)
 sample of storesc

 5. Change in mean FTE - 2.28 0.23 2.51 0.90 0.49 - 2.39 3.29 2.88
 employment, setting (1.25) (0.49) (1.35) (0.87) (0.69) (1.02) (1.34) (1.23)
 FTE at temporarily
 closed stores to od

 Notes: Standard errors are shown in parentheses. The sample consists of all stores with available data on employment. FTE
 (full-time-equivalent) employment counts each part-time worker as half a full-time worker. Employment at six closed stores
 is set to zero. Employment at four temporarily closed stores is treated as missing.

 aStores in New Jersey were classified by whether starting wage in wave 1 equals $4.25 per hour (N = 101), is between
 $4.26 and $4.99 per hour (N = 140), or is $5.00 per hour or higher (N = 73).

 bDifference in employment between low-wage ($4.25 per hour) and high-wage ( 2 $5.00 per hour) stores; and difference
 in employment between midrange ($4.26-$4.99 per hour) and high-wage stores.

 CSubset of stores with available employment data in wave 1 and wave 2.
 dIn this row only, wave-2 employment at four temporarily closed stores is set to 0. Employment changes are based on the

 subset of stores with available employment data in wave 1 and wave 2.

 TABLE 4-REDUCED-FORM MODELS FOR CHANGE IN EMPLOYMENT

 Model

 Independent variable (i) (ii) (iii) (iv) (v)

 1. New Jersey dummy 2.33 2.30
 (1.19) (1.20)

 2. Initial wage gapa - 15.65 14.92 11.91
 (6.08) (6.21) (7.39)

 3. Controls for chain and no yes no yes yes
 ownershipb

 4. Controls for regionc no no no no yes
 5. Standard error of regression 8.79 8.78 8.76 8.76 8.75
 6. Probability value for controlsd 0.34 - 0.44 0.40

 Notes: Standard errors are given in parentheses. The sample consists of 357 stores
 with available data on employment and starting wages in waves 1 and 2. The
 dependent variable in all models is change in FTE employment. The mean and
 standard deviation of the dependent variable are -0.237 and 8.825, respectively. All
 models include an unrestricted constant (not reported).

 aProportional increase in starting wage necessary to raise starting wage to new
 minimum rate. For stores in Pennsylvania the wage gap is 0.

 bThree dummy variables for chain type and whether or not the store is company-
 owned are included.

 CDummy variables for two regions of New Jersey and two regions of eastern
 Pennsylvania are included.

 dProbability value of joint F test for exclusion of all control variables.

This content downloaded from 18.9.61.112 on Sat, 28 Jan 2017 22:56:04 UTC
All use subject to http://about.jstor.org/terms

Card and Krueger (1994, Table 3)
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A unified framework for panel methods and case studies

• Dube et al. (2010) assess state panels vs. case studies

◦ Nest both approaches in a common framework
◦ Test sensitivity to controls, existence of pretrends

• County-level data on restaurant employment over 1990–2006

◦ Quarterly Census of Employment and Wages (QCEW)
◦ Robustness using County Business Patterns (CBP)
◦ Weight all counties equally

• Complete data for 1,380 of 3,109 counties in the continental US

◦ Sounds problematic
◦ But these account for 250m people out of 280m total

(US population in 2000)

• Striking substantive finding: dlog L∗

dlog w ≈ 0
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State minimum-wage policy correlated with growth rates

specification tests find cannot be excluded. They obtain
mixed results, with negative effects only for minority teen-
agers, with results varying substantially depending on
groups and specifications.3

In our view, traditional panel studies do not control ade-
quately for heterogeneity in employment growth. A state
fixed effect will control for level differences between states,
but both minimum wages and overall employment growth
vary substantially over time and space (see figure 1). As
recently as 2004, no state in the South had a state minimum
wage. Yet the South has been growing faster than the rest
of the nation, for reasons entirely unrelated to the absence
of state-based minimum wages. Figure 1 illustrates this
point more generally by displaying year-over-year employ-
ment growth rates for the seventeen states with a minimum
wage higher than the federal level in 2005 and for all the
other states.

Figure 1 also shows that spatial heterogeneity has a time-
varying component. Considering the seventeen states (plus
Washington, D.C.) that had a minimum wage above the
federal level in 2005, average employment growth in these
states was consistently lower than employment growth in
the rest of the country between 1991 and 1996. These two
groups then had virtually identical growth between 1996
and 2006. Since overall employment growth is not plausibly
affected by minimum wage variation, we are observing

time-varying differences in the underlying characteristics of
the states.

By itself, heterogeneity in overall employment growth
may not appear to be a problem, since most estimates con-
trol for overall employment trends. Nonetheless, using
states with very different overall employment growth as
controls is problematic. The presence of such heterogeneity
in overall employment suggests that controls for low-wage
employment using extrapolation, as is the case using tradi-
tional fixed-effects estimates, may be inadequate. Our
results indicate that this is indeed the case.4

Including state-level linear trends (as in Neumark &
Wascher, 2007) does not adequately address the problem,
since the estimated trends may themselves be affected by
minimum wages. Whether inclusion of these linear trends
corrects for unobserved heterogeneity in employment pro-
spects, or whether they absorb low-frequency variation in
the minimum wage cannot be answered within such a frame-
work.5 While we report estimates with state-level trends as
additional specifications, our local estimates do not rely on
such parametric assumptions.

To summarize, a major question for the recent minimum
wage literature concerns whether the differing findings result

3 Orrenius and Zavodny (2008) use the CPS and also find negative
effects on teens.

FIGURE 1.—ANNUAL EMPLOYMENT GROWTH RATE, MINIMUM WAGE STATES VERSUS NON–MINIMUM WAGE STATES

Source: QCEW.
Annual private sector employment growth rates calculated on a four-quarter basis (for example, 1991Q1 is compared to 1990Q1). Minimum wage states are the seventeen states plus the District of Columbia that

had a minimum wage above the federal level in 2005. These states are Alaska, California, Connecticut, Delaware, Florida, Hawaii, Illinois, Maine, Massachusetts, Minnesota, New Jersey, New York, Oregon, Rhode
Island, Vermont, Washington, and Wisconsin.

4 Other heterogeneities may arise from correlations of minimum wage
changes with differential costs of living, regulatory effects on local hous-
ing markets, and variations in regional and local business cycle patterns
and adjustments.

5 Indeed, in Neumark and Wascher (2007), the measured disemploy-
ment effects for teenagers as a whole become insignificant once state-
level linear trends are included.

947MINIMUM WAGE EFFECTS ACROSS STATE BOUNDARIES

Dube et al. (2010, Figure 1)
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Fun with fixed effects (i county, s state, c Census division)

1. County/state × year panel

ln yit = α + η ln(w st) + x ′itδ + φi + τt + εit

2. Add Census division × year effects

ln yit = α + η ln(w st) + x ′itδ + φi + τct + εit

3. Add state-specific trends

ln yit = α + η ln(w st) + x ′itδ + φi + τct + ξs Is · t + εit

4. Switch to MSA × year effects

ln yit = α + η ln(w st) + x ′itδ + φi + τmt + εit
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A border design

• Idea: compare treated counties to cross-border controls

◦ Earlier example: Holmes (1998)
◦ Pools many individual case studies

• Pros and cons:

◦ +: transparency, explainability
◦ +: soak up spatially concentrated shocks
◦ −: smaller samples, less precision
◦ −: worry about spillover effects

• Construct a set of “border pairs” p

◦ Contiguous counties in different states
◦ Allow a county to appear in multiple pairs
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The border-pair specifications

5. Traditional spec in border-pair sample

ln yipt = α + η ln(w st) + x ′itδ + φi + τt + εipt

6. Preferred spec: border-pair × time effects

ln yipt = α + η ln(w st) + x ′itδ + φi + τpt + εipt
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The border-pair sample

We merge information on the state (or local) and federal
minimum wage in effect in each quarter from 1990q1 to
2006q2 into our quarterly panel of county-level employ-
ment and earnings. During the sample period, the federal
minimum wage changed in 1991–1992 and again in 1996–
1997. The number of states with a minimum wage above
the federal level ranged from 3 in 1990 to 32 in 2006.

C. Sample Construction

Our analysis uses two distinct samples: a sample of all
counties and a sample of contiguous border county-pairs. In
section IVB, where we present our empirical specification
comparing contiguous border counties, we explain the need
for the latter sample in greater detail. Our replication of
more traditional specifications uses the full set of counties
with balanced panels. This all counties (AC) sample con-
sists of 1,381 out of the 3,081 counties in the United States.
The number of counties with a balanced panel of reported
data yields a national sample of 91,080 observations.

The second sample consists of all the contiguous county-
pairs that straddle a state boundary and have continuous
data available for all 66 quarters.11 We refer to this sample
as the contiguous border county-pair (CBCP) sample. The
QCEW provides data by detailed industry only for counties
with enough establishments in that industry to protect confi-
dentiality. Among the 3,108 counties in the mainland
United States, 1,139 lie along a state border. We have a full

(66 quarters) set of restaurant data for 504 border counties.
This yields 316 distinct county-pairs, although we keep
unpaired border counties with full information in our border
sample as well. Among these, 337 counties and 288 county-
pairs had a minimum wage differential at some point in our
sample period.12 Figure 2 displays the location of these
counties on a map of the United States. Since we consider
all contiguous county-pairs, an individual county will have
p replicates in our data set if it is part of p cross-state
pairs.13

Table 1 provides descriptive statistics for the two sam-
ples. Comparing the AC sample (column 1) to the CBCP
sample (column 2), we find that they are quite similar in
terms of population, density, employment levels, and aver-
age earnings.

D. Contiguous Border Counties as Controls

Contiguous border counties represent good control groups
for estimating minimum wage effects if there are substan-
tial differences in treatment intensity within cross-state
county-pairs, and a county is more similar to its cross-state
counterpart than to a randomly chosen county. In contrast,
panel and period fixed-effects models used in the national-

11 As we report below, this exclusion has virtually no impact on our
results.

12 We also use variation in minimum wage levels within metropolitan
statistical areas, which occur when the official boundaries of a metropoli-
tan area span two or more states. We use the OMB’s 2003 definition
of metropolitan areas. Of the 361 core-based statistical areas defined as
metropolitan, 24 cross state lines. See note 16 for a full list of cross-state
metropolitan areas.

13 The issue of multiple observations per county is addressed by the
way we construct our standard errors. See section IVC.

FIGURE 2.—CONTIGUOUS BORDER COUNTY-PAIRS IN THE UNITED STATES WITH A MINIMUM WAGE DIFFERENTIAL, 1990–2006Q2

949MINIMUM WAGE EFFECTS ACROSS STATE BOUNDARIES

Dube et al. (2010, Figure 2)
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Notice the overlap with the map we saw earlier

(Department of Labor, 2019: states with above-federal minimum wages)
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Cross-border variation in minimum wages
(Always look for ways to show readers your identifying variation)

level estimates implicitly assume that one county in the
United States is as good a control as any other.

Figure 3 displays for each year the number of counties
that are part of a contiguous county-pair that exhibits a min-
imum wage differential, as well as the average minimum
wage gap in each year. The number of counties that provide
the variation to identify a minimum wage effect is sizable,
with an increase after 2003. Moreover, there is a substantial
pay gap among these counties, and this gap increases in
later years in the sample. Between 1990 and 2006, the mini-
mum wage gap between contiguous pairs was between 7%
and 20%, and the gap was greater in the later years. In other
words, contiguous counties display substantial variation in
minimum wages over this period, which allows us to iden-
tify minimum wage effects within contiguous county-pairs.

Second, contiguous counties are relatively similar, and
hence form better controls, especially with respect to under-

lying employment trends. We provide more direct evidence
on the importance of comparability in section IVE, where
we estimate the dynamic response of employment to
changes in the minimum wage. We show there that the lead
terms capturing employment levels and trends prior to mini-
mum wage increases are much better behaved when we use
contiguous county-pairs as controls.

IV. Empirical Strategy and Main Results

A. Specifications Using the All Counties Sample

To replicate findings from traditional approaches in the
literature, we first estimate earnings and employment
effects using the all-counties (AC) sample, including county
and period fixed effects. Although the analysis takes place
at the county rather than the state level, the specifications
are analogous to those in Neumark and Wascher (1992):

lnyit ¼ aþ g lnðMWitÞ þ dlnðyTOT
it Þ þ clnðpopitÞ

þ /i þ st þ eit:
ð1Þ

This specification controls for the log of total private sector
employment (or average private sector earnings) denoted as
ln(yit

TOT), and the log of county-level population ln (popit)
when we estimate employment effects.14 The fi term repre-
sents a county fixed effect. Crucially, the time period fixed
effects (st) are assumed to be constant across counties,
which rules out possibly heterogeneous trends.

As two intermediate specifications that control for heter-
ogeneous time trends at a coarse level, we also present esti-
mates that allow the period fixed effects to vary across the

TABLE 1.—DESCRIPTIVE STATISTICS

(1) (2)

All-County Sample
Contiguous Border

County-Pair Sample

Mean s.d. Mean s.d.

Population, 2000 180,982 423,425 167,956 297,750
Population density, 2000 465 2,553 556 3,335
Land area (square miles) 1,107 1,761 1,380 2,470
Overall private employment 32,179 119,363 32,185 101,318
Restaurant employment 4,508 10,521 4,185 7,809
Restaurant average weekly earnings ($) 171 44 172 46
Accommodation and food services employment 13,226 32,334 12,865 26,862
Accommodation and food services average weekly earnings ($) 273 64 273 67
Retail employment 4,703 14,642 4,543 11,545
Retail average weekly earnings ($) 306 77 304 77
Manufacturing employment 6,608 20,323 6,312 14,100
Manufacturing average weekly earnings ($) 573 202 576 204
Minimum wage 4.84 0.66 4.84 0.67
Number of counties 1,380 504
Number of county-pairs NA 318
Number of states 48 48

Sample means are reported for all counties in the United States and for all contiguous border county-pairs with a full balanced panel of observations. Standard deviations are reported next to each mean. Weekly
earnings and minimum wages are in nominal dollars.

Sources: QCEW; U.S Department of Labor, Employment Standards Administration, Wage and Hour Division. U.S. Bureau of the Census, 2000 Census.

FIGURE 3.—NUMBER OF COUNTY-PAIRS WITH MINIMUM WAGE DIFFERENTIAL AND

AVERAGE MINIMUM WAGE DIFFERENTIAL

14 We use county-level Census Bureau population data, which are
reported on an annual basis.

950 THE REVIEW OF ECONOMICS AND STATISTICS

Dube et al. (2010, Figure 3)
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Progressive addition of finer spatial controls
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TABLE 2.—MINIMUM WAGE EFFECTS ON EARNINGS AND EMPLOYMENT

All-County Sample Contiguous Border County-Pair Sample

(1) (2) (3) (4) (5) (6)

ln Earnings

lnMWt 0.224*** 0.217*** 0.204*** 0.195*** 0.219*** 0.210*** 0.153*** 0.149*** 0.232*** 0.221*** 0.200*** 0.188***
(0.033) (0.028) (0.038) (0.034) (0.037) (0.034) (0.030) (0.028) (0.032) (0.032) (0.065) (0.060)

Ln Employment

lnMWt % 0.211** % 0.176* % 0.028 % 0.023 0.054 0.039 0.052 0.032 % 0.137* % 0.112 0.057 0.016
(0.095) (0.096) (0.066) (0.068) (0.055) (0.050) (0.084) (0.078) (0.072) (0.076) (0.118) (0.098)

lnpop or lnpopþ lntotprivatesector 1.04*** 1.05*** 1.04*** 1.05*** 1.07*** 1.05*** 1.30*** 1.21*** 0.95*** 0.97*** 1.12*** 1.11***
(0.060) (0.058) (0.048) (0.043) (0.045) (0.039) (0.065) (0.048) (0.073) (0.073) (0.190) (0.189)

P values for H0:
bs ¼ b1 for s¼ 2,3,4, bs ¼ b4 for s¼ 6 0.022 0.066 0.011 0.056
Labor demand elasticity % 0.787* % 0.114 0.183 0.211 % 0.482** 0.079

(0.427) (0.332) (0.219) (0.507) (0.235) (0.286)
Controls
Census division & period dummies Y Y Y Y
State linear trends Y Y
MSA & period dummies Y Y
County-pair & period dummies Y Y
Total private sector Y Y Y Y Y Y

Sample size equals 91,080 for specifications 1, 2, and 3 of the all-county sample and 48,348 for specification 4 (which is limited to MSA counties) and 70,620 for the border county-pair sample. All of the employment regressions control for the log of annual county-level popu-
lation. Total private sector controls refer to log of average total private sector earnings or log of employment. All samples and specifications include county fixed effects. Specifications 1, 3, and 5 include period fixed effects. Specification 3 also includes state-level linear trends.
For specifications 2, 4, and 6, period fixed effects are interacted with each census division, metropolitan area, and county-pair, respectively. Robust standard errors, in parentheses, are clustered at the state level for the all-county samples (specifications 1–4) and on the state and
border segment levels for the border pair sample (specifications 5 and 6). Probability values are reported for tests under the null hypothesis that the minimum wage coefficients are equal across specification 1 and specifications 2, 3, and 4 and between specifications 5 and 6. For
the labor demand elasticity, we jointly estimate the earnings and employment equations using seemingly unrelated regression, and the labor demand elasticity is computed as the ratio of the employment effect divided by the earnings effect. The standard errors for the SUR are
clustered at the same level as indicated before. Significance levels: *10%, **5%, ***1%.
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Three big issues in the literature on employment effects

1. Choosing the right target population

2. Constructing a valid counterfactual

3. Static vs. dynamic responses
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Leads and lags: looking for pretrends

• These are “static” specifications

◦ Can’t assess pretrends
◦ Can’t assess speed of adjustment

• Why might effects take time to manifest?

◦ Employers may shrink by attrition
◦ Reductions in hiring, business creation
◦ Increased rate of business closure

• Sidenote: Dube, Lester, and Reich (2016) analyze impacts on flows
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Distributed-lag specification

• Explore time pattern using distributed lags

◦ Loosely: generalized event study
◦ Allows for many/overlapping events

• Include 8 quarters of leads and 16 quarters of lags

ln yit = α +
7∑

j=−4

(η−2j∆2 ln(w s,t+2j) + η−16 ln(w s,t−16)

+ x ′itδ + φi + time FEs + εit

• Think through this carefully
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Traditional specification exhibits employment pretrends

with and without the inclusion of a state-level time trend
(specification 3 is just specification 2 with such a trend and
has been reported in table 2). We find that the traditional
specifications with common time effects (1 and 5) are parti-
cularly sensitive to the inclusion of such a linear trend. The
sensitivity of the estimates from the traditional specification
(1) to the inclusion of a linear time trend does not necessar-
ily imply that it is biased. Inclusion of parametric trends
may ‘‘overcontrol’’ if minimum wages themselves reduce
the employment trends of minimum wage workers, as the
two coefficients are estimated jointly under functional form
assumptions. However, the estimates from including such
linear time trends in our local specification (6) are virtually

identical with respect to both the point estimate and the
standard error. This combination of evidence provides fur-
ther internal validity to our local specification using discon-
tinuity at the policy borders.

One limitation of the QCEW data is that we do not
observe hours of work. Therefore, although the effect of
minimum wages on head count employment is around 0 in
our local specification, it is possible that there is some
reduction in hours. Here we provide some rough calcula-
tions that place bounds on the hours effect. To begin, note
that the minimum wage elasticity of weekly earnings is
0.188. This elasticity reflects the combined effect on hourly
wages and weekly hours. If we can use auxiliary estimates

FIGURE 4.—TIME PATHS OF MINIMUM WAGE EFFECTS, BY SAMPLE AND SPECIFICATION

954 THE REVIEW OF ECONOMICS AND STATISTICS

Dube et al. (2010, Figure 4)
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Border-pair effects (or other controls) kill the pretrends

on how much earnings ‘‘should’’ rise absent an hours effect,
we can approximate the effect on hours.

Using the 2006 CPS, we find that 23.0% of restaurant
workers (at the three-digit NAICS level) earn no more than
the minimum wage. The difference between our earnings
elasticity of 0.188 and this 0.230 figure suggests a !0.042
elasticity for hours. It is likely, however, that some workers
below the minimum wage do not get a full increase
because of tip credits in some states, that some additional
workers above the old minimum wage but below the new
minimum get a raise, and that some workers even above
the new minimum wage get a raise because of wage spill-
overs.

While a full accounting of these effects is beyond the
scope of this paper, we can provide a very approximate
bound for a 10% increase in the minimum wage. About
32.5% of restaurant workers nationally are paid no more
than 10% above the minimum wage.23 Assuming a uniform
distribution of wages between the new and old minimum
suggests a minimum wage elasticity for hours of !0.090.
However, this estimate is likely to be an upper bound, as
not all of those below the minimum will get a full increase.
We conclude that the elasticity of weekly earnings is relatively

FIGURE 4.—(CONTINUED)

The cumulative response of minimum wage increases using a distributed lag specification of four leads and sixteen lags based on quarterly observations. All specifications include county fixed effects and control for
the log of annual county-level population. Specifications 1 and 4 (panels 1 and 4) include period fixed effects. Specification 3 includes state-level linear trends. Specification 2 includes census division–specific period
fixed effects, and specification 5 includes county-pair–specific period fixed effects. For all specifications, we display the 90% confidence interval around the estimates in dotted lines. The confidence intervals were calcu-
lated using robust standard errors clustered at the state level for specifications 1, 2, and 4 (panels 1, 2, and 4) and at both the state level and the border segment level for our local estimators (panels 3, 5, and 6).

23 Authors’ calculations based on the current population survey.
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Dube et al. (2010, Figure 4)
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Individual case studies are imprecisely estimated

for either overall earnings or restaurant earnings. The cross-
state MSA specification seems to show some positive pre-
trend for restaurant earnings, though the level coefficients
for both (t ! 12) and (t ! 4) are relatively small.

More importantly, we find evidence of a preexisting neg-
ative trend in restaurant employment for the fixed-effects
specification. Restaurant employment was clearly low and
falling during the (t ! 12) to (t ! 4) period. The g4 coeffi-
cient and the trend estimate (g4 ! g12) are both negative
(!0.194 and !0.124, respectively), and significant at the
10% level. In contrast, none of the employment lead terms
are ever significant or sizable in our contiguous county
specification or in the cross-state MSA specification. Over-
all, the findings here provide additional internal validity to
our research design and show that contiguous counties pro-
vide reliable controls for estimating minimum wage effects
on employment. And they demonstrate that the assumption
in traditional fixed-effects specification that all counties are
equally comparable (conditional of observables) is errone-
ous due to the presence of spatial heterogeneity.

F. Implications for the Individual Case Study Literature

The local specification comparing contiguous counties
can be interpreted as producing a pooled estimate from
individual case studies. To facilitate this interpretation, in
this section we report estimates of equation (6) separately
for each of the 64 border segments that have a minimum
wage difference over the period under study. We plot the
resulting density of the minimum wage elasticities for
employment in figure 5. For illustrative purposes, we also
include in figure 5 our estimates for some key individual
case studies (New Jersey–Pennsylvania and San Francisco–
surrounding areas) that have been the subject of individual

case studies. Panel A plots the estimates in the literature as
overlaid vertical lines; panel B plots our corresponding esti-
mates for the same border segments.

As figure 5 indicates, the estimated employment elastici-
ties from individual case studies are concentrated around 0.
If we construct a pooled estimate by averaging these indivi-
dual estimates, the estimate (!0.006) is virtually identical
to the estimate from specification 6 in table 2, while the
standard error (0.049) is somewhat smaller.25 However, fig-
ure 5 also shows that the probability of obtaining an indivi-
dual estimate that is large—either positive or negative—is
nontrivial, which can explain why estimates for individual
case studies have sometimes varied. Estimates for indivi-
dual case studies are less precisely measured than suggested
by the reported standard errors based on only the sampling
variance, as the latter does not account for spatial autocorre-
lation. Therefore, while any given case study provides a
consistent point estimate accounting for spatial heterogene-
ity, the pooled estimate is much more informative than an
individual case study when it comes to statistical inference.

G. Falsification Tests Using Spatially Correlated
Placebo Laws

To provide a direct assessment of how the national esti-
mates are affected by spatial heterogeneity, in Appendix B,
we present estimates of the effect of spatially correlated fic-
titious placebo minimum wages on restaurant employment
for counties in states that never had a minimum wage other
than the federal one. Our strategy is to consider only states

FIGURE 5.—DISTRIBUTION OF ELASTICITIES FROM INDIVIDUAL BORDER SEGMENTS AND SPECIFIC CASE STUDY ESTIMATES

Both graphs show the (same) kernel density estimate of the distribution of elasticities from each of the 64 border segments with a minimum wage differential, using a bandwidth of 0.1. In panel A, estimates from
previous individual case studies (New Jersey–Pennsylvania and San Francisco–neighboring counties) are superimposed as vertical lines. These are Neumark and Wascher (2000), !0.21; Dube et al. (2007), 0.03;
Card and Krueger (2000), 0.17; and Card and Krueger (1994), 0.34. In panel B, the vertical lines represent specific estimates of the same two borders using our data: New Jersey–Pennsylvania is !0.001; San Fran-
cisco–neighboring counties is 0.20.

25 The findings on the standard error are not surprising, as treating each
border segment as a single observation is similar to clustering on the bor-
der segment. Our double-clustering also accounts for the additional corre-
lation of error terms across multiple border segments for the same state.
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Dube et al. (2010, Figure 5)
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Critiques and counter-critiques

• Neumark et al. (2014) critique:

◦ Dube et al. (2010) discard too much identifying variation
◦ Census divisions are arbitrary, state trends are fragile
◦ Synthetic control doesn’t favor neighbors as controls

• Allegretto et al. (2017) counter-critique:

◦ Synthetic control does favor local contrasts
◦ NSW critique is sensitive to specification details

• One takeaway: we need a better understanding of local economic
dynamics and spatial correlation
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Are Census divisions economically meaningful units?
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The next chapter: the $15 minimum wage

• Current frontier: the $15 minimum

◦ Several cities adopting $15 minimum
◦ California by 2022

• Are existing estimates informative?

◦ Out-of-sample prediction
◦ General equilibrium effects

• Next class: Jardim et al. (2017)

31


